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Figure 1: An example of the web interface for interactive exploration of image collections 
from our project Selfiecity (http://selfiecity.net, 2014).  
A visitor can filter the collection of 3200 Instagram self-portraits by using graphs in the 
upper part of the screen. The left column contains graphs and controls for filtering imag-
es using cities, ages, and gender information. Age and gender estimates were obtained 
by using Amazon Mechanical Turk service. Other columns contain graphs that show 
features extracted by face analysis software from https://rekognition.com/.  
They include face orientation (up/down, left/right, and degree of tilt), presence of smile 
and glasses, open/close eyes and mouth and seven emotions detected in faces (only 
three emotion graphs are included). 
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Abstract: I present a number of core concepts from data science that are relevant to digital art 
history and the use of quantitative methods to study any cultural artifacts or processes in gen-
eral. These concepts are objects, features, data, feature space, and dimension reduction. 
These concepts enable computational exploration of both large and small visual cultural data. 
We can analyze relations between works on a single artist, many artists, all digitized production 
from a whole historical period, holdings in museum collections, collection metadata, or writings 
about art. The same concepts allow us to study contemporary vernacular visual media using 
massive social media content. (In our lab, we analyzed works by van Gogh, Mondrian, and 
Rothko, 6000 paintings by French Impressionists, 20,000 photographs from MoMA photo-
graphy collection, one million manga pages from manga books, one million artworks of con-
temporary non-professional artists, and over 13 million Instagram images from 16 global cities.) 
While data science techniques do not replace other art historical methods, they allow us to see 
familiar art historical material in new ways, and also to study contemporary digital visual culture. 

In addition to their relevance to art history and digital humanities, the concepts are also im-
portant by themselves. Anybody who wants to understand how our society “thinks with data” 
needs to understand these concepts. They are used in tens of thousands of quantitative stud-
ies of cultural patterns in social media carried out by computer scientists in the last few years. 
More generally, these concepts are behind data mining, predictive analytics and machine learn-
ing, and their numerous industry applications. In fact, they are as central to our “big data socie-
ty” as other older cultural techniques we use to represent and reason about the world and each 
other – natural languages, material technologies for preserving and accessing information (pa-
per, printing, digital media, etc.), counting, calculus, or lens-based photo and video imaging. In 
short, these concepts form the data society’s “mind” – the particular ways of encountering, 
understanding, and acting on the world and the humans specific to our era. 
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Introduction1 
Will art history fully adapt quantita-

tive and computational techniques as 
part of its methodology? While the use of 
computational analysis in literary studies 
and history has been growing slowly but 
systematically during 2000s and first part 
of 2010s, this has not yet happened in the 
fields that deal with the visual (art histo-
ry, visual culture, film, and media stud-
ies). 

However, looking at the history of 
adoption of quantitative methods in the 
academy suggests that these fields sooner 
or later will also go through their own 
“quantitative turns.” Writing in 2001, 
Adrian Raftery points out that psycholo-
gy was the first to adopt quantitative 
statistical methods in 1920s-1930s, fol-
lowed by economics in 1930s-1940s, soci-
ology in 1960s, and political science in 
1990s.2 Now, in 2015, we also know that 
humanities fields dealing with texts and 
spatial information (i.e., already men-
tioned literary studies and history) are 
going through this process in 2000s-
2010s. So I expect that “humanities of the 
visual” will be the next to befriend num-
bers. 

This adaption will not, however, 
simply mean figuring out what be count-
ed, and then using classical statistical 
methods (developed by the 1930s and still 
taught today to countless undergraduate 
and graduate students pretty much in the 
same way) to analyze these numbers. 
Instead, it will take place in the context 
of a fundamental social and cultural de-
velopment of the early 21st century – the 
rise of “big data,” and a new set of meth-

ods, conventions, and skills that came to 
be called “data science.” Data science 
includes classical statistical techniques 
from the 19th and early 20th century, addi-
tional techniques and concepts for data 
analysis that were developed starting in 
1960s with the help of computers, and 
concepts from a number fields that also 
develop in the second part of the 20th 
century around computers: pattern re-
cognition, information retrieval, artificial 
intelligence, computer science, machine 
learning, information visualization, data 
mining. Although the term "data science" 
is quite recent, it is quite useful as it acts 
as an umbrella for currently most fre-
quently used methods of computational 
data analysis. (Alternatively, I could have 
chosen machine learning or data mining 
as the key term for this article, but since 
data science includes their methods, I 
decided that if I am to refer to all compu-
tational data analysis using a single term, 
data science is best right now.) 

Data science includes many ideas de-
veloped over many decades, and hun-
dreds of algorithms. This sounds like a 
lot, and it is. It is much more than can be 
learned in one or two graduate methods 
classes, or summarized in a single article, 
or presented in a single textbook. But 
rather than simply picking particular 
algorithms and techniques from a large 
arsenal of data science, or borrowing 
whatever technique happens to be the 
newest and therefore is currently in fash-
ion (for example, “topic modeling” or 
“deep learning”) and trying to apply them 
to art history, it is more essential to fist 
understand the most fundamental as-
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sumption of the field as a whole. That is, 
we in art history (or any other humani-
ties field) need to learn the core concepts 
that underlie the use of data science in 
contemporary societies. These concepts 
do not require formulas to explain, and 
they can be presented in one article, 
which is what I will attempt here. (Once 
we define these core concepts, a variety 
of terms employed in data science today 
can also become less confusing for the 
novice.) 

Surprisingly, after reading thousands 
of articles and various textbooks over last 
eight years, I have not found any short 
text that presents these core concepts 
together in one place. While many data 
science textbooks, of course, do talk 
about them, their presentation often 
takes place in the context of mathemati-
cally sophisticated techniques or particu-
lar applications which can make it hard 
to understand the generality of these 
ideas.3 These textbooks in general can be 
challenging to read without computer 
science background. 

Since my article is written for human-
ities audience, it is on purpose biased–my 
examples of the application of the core 
concepts of data science come from hu-
manities as opposed to economics or 
sociology. And along with an exposition, 
I also have an argument. I will suggest 
that some parts of data science are more 
relevant to humanities research than 
others, and therefore beginning “quanti-
tative humanists” should focus on learn-
ing and practicing these techniques first. 

From World to Data 
 

f we want to use data science to “un-
derstand” some phenomenon (i.e., 

something outside of a computer), how 
do we start? Like other approaches that 
work on data such as classical statistics 
and data visualization, data science starts 
with representing some phenomenon or 
a process in a particular way. This repre-
sentation may include numbers, catego-
ries, digitized texts, images, audio, spatial 
locations, or connections between ele-
ments (i.e., network relations). Only after 
such a representation is constructed, we 
can use computers to work on it.  

In most general terms, creating such a 
representation involves making three 
crucial decisions: 

What are the boundaries of this phe-
nomenon? For example, if we are inter-
ested to study “contemporary societies,” 
how can we make this manageable? Or, if 
we want to study “modern art,” how we 
will choose what time period(s), coun-
tries, artist(s), and artworks, or other 
information to include? In another ex-
ample, let’s say that we are interested in 
contemporary “amateur photography.” 
Shall we focus on studying particular 
groups on Flickr that contain contribu-
tions of people who identify themselves 
as amateur or semi-pro photographers, or 
shall we sample widely from all of Flickr, 
Instagram, or other media sharing service 

I
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- since everybody today with a mobile 
phone with a built-in camera automati-
cally becomes a photographer. 

What are the objects we will repre-
sent? For example, in modern art exam-
ple, we may include the following “ob-
jects” (in data science they can be also 
called data points, records, samples, 
measurements, etc.): individual artists, 
individual artworks, correspondence 
between artists, reviews in art journals, 
passages in art book, auction prices. (For 
example, 2012 Inventing Abstraction ex-
hibition in MoMA in NYC featured a 
network visualization showing connec-
tions between artists based on the num-
ber of letters they exchanged.4 In this 
representation, modernist abstract art 
was represented by a set of connections 
between artists, rather than any other 
kind of object I listed above.) In a “socie-
ty” example, we can for instance choose a 
large set of randomly chosen people, and 
study social media they share, their de-

mographic and economic characteristics, 
their connections to each other, and bio-
logical daily patterns as recorded by sen-
sors they wear. If we want to understand 
patterns of work in a hospital, we may 
use as elements people (doctors, nurses, 
patients, and any others), also medical 
procedures to be performed, tests to be 
made, written documentation and medi-
cal images produced, etc. 

What characteristics of each object we 
will include? (These are also referred to 
as metadata, features, properties, or at-
tributes.). In humanities, we usually refer 
to characteristics that are already availa-
ble as part of the data (because somebody 
already recorded them) and characteris-
tics we have added (for example, by tag-
ging) as metadata. In social science, the 
process of manually adding descriptions 
of data is called coding. In data science, 
people typically use algorithms to auto-
matically extract additional characteris-
tics from the objects, and they are re-

 
Figure 2: An example of visualizations of image collections that uses image features automatically extracted by 
a computer. (Source: our project Phototrails, http://phototrails.net/, 2013). Left: a random sample of 50,000 
Instagram images from Bangkok. Right: a random sample of 50,000 Instagram images from Tokyo. In each 
visualization, images are organized by mean hue (angle) and brightness mean (distance to the center). 
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ferred as features (this process is called 
“feature extraction”). For example, artists’ 
names is an example of metadata; aver-
age brightness and saturation of their 
paintings, or the length of words used in 
all titles of their works are examples of 
features that can be extracted by a com-
puter. Typically features are numerical 
descriptions (whole or fractional num-
bers) but they can also take other form. 
For example, a computer can analyze an 
image and generate a few words describ-
ing content of the image. In general, both 
metadata and features can use various 
data types: numbers, categories, free text, 
network relations, spatial coordinates, 
dates, times, and so on. 

Fig. 1 shows the examples of metadata 
and features used in one of the projects 
of my lab. We assembled a collection of 
3200 Instagram self-portaits and created 
an interactive web interface for explora-
tion of this collection. The examples of 
metadata are the same of the cities where 
Instagram images were shared. The fea-
tures include estimate of the people age 
and gender, and results of computer 
analysis (emotions, face position and 
orientation, presence and amount of 
smile, etc.) 

Fig. 2 shows examples of visualiza-
tions that present large image collections 
using features. 50,000 Instagram images 
shared in Bangkok are compared with 
50,000 Instagram images shared in Tokyo 
using two features extracted by computer 
analysis – average color saturation, and 
average hue. 

I suggest that in digital art history we 
adapt the term “features” to refer to both 
information that can be extracted from 

objects through computer analysis and 
the already available metadata. In natural 
and social sciences, the most common 
term is “variable,” and it is used in the 
context of experiments. But since in hu-
manities we do not do systematic exper-
iments like in the sciences, for us the 
term “features” is better. It only implies 
that we represent objects by their various 
characteristics - but it does not imply any 
particular methods of analysis. (However, 
in the section “Classical Statistics and 
Statistical Graphs” below I will use “vari-
able” because this was the term used 
during the period described in this sec-
tion.) 

Although it is logical to think of the 
three questions above as three stages in 
the process of creating a data representa-
tion– limiting the scope, choosing ob-
jects, and choosing their characteristics – 
it is not necessary to proceed in such 
linear order. At any point in the research, 
we can add new objects, new types of 
objects and new characteristics. Or we 
can find that characteristics we wanted 
to use are not practical to obtain, so we 
have to abandon our plans and try to 
work with other characteristics. In short, 
the processes of generating a representa-
tion and using computer techniques to 
work on it can proceed in parallel and 
drive each other. 

Depending on our perspective, we 
could assume that a phenomenon (such 
as “contemporary society,” for example) 
objectively exists regardless of how we 
study it (i.e., what we use as objects and 
their properties). Or we can also assume 
that a phenomenon is equal to a set of 
objects and their properties used in dif-
ferent qualitative and quantitative stud-
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ies, publications and communication 
about it (books, articles, popular media, 
academic papers, etc.) That is, a phenom-
enon is constituted by its representations 
and the conversations about it. My de-
scription of the three questions above 
assumes the first position, but this is 
done only for the convenience of explain-
ing the steps in moving “from world to 
data.” 

 

Objects + Features  
= Data 

 

ogether, a set of objects and their 
features constitutes the “data” (or 

“dataset”). 

 People in digital humanities always 
like to remind us that data is something 
that is “constructed” - it does not just 
exist out there. But what does this mean 
exactly? Any data project, publication, or 
data visualization includes some aspects 
of the phenomena and excludes others. 
So it is always “biased.” But this this is 
something that in most cases can be cor-
rected. For example, in the case of a sur-
vey of social media use that only samples 
people in the U.S. and asks them particu-
lar questions about their social media use 
(such as popular Pew Internet surveys), 
we can add people from different coun-
tries and we can also ask them additional 
questions. But the concept of “data” also 
contains more basic and fundamental 
assumptions that cannot be changed, and 

this is equally important. Before we can 
use computers to analyze a phenomena 
or activity, it has to be represented as a 
finite set of individual objects and also a 
finite set of their features. For example, 
consider music. The computational anal-
ysis of music typically divides a music 
track into very small intervals such as 
100 ms and measures some properties of 
each sample. In this way, analog media is 
turned into discrete data. 

How is a “data representation” of 
some phenomenon today different from 
other kinds of cultural representations 
humans used until now, be they repre-
sentational paintings, literary narratives, 
historical accounts, or hand drawn maps? 
Firstly, a data representation is modular, 
i.e. it consists from separate elements: 
objects and their features. Secondly, the 
features are encoded in such a way that 
we calculate on them. This means that 
the features can take a number of forms 
– integers, floating point numbers, cate-
gories represented as integers or text 
labels, etc. – but not just any form. And 
only one format can be used for each 
feature. 

But the most crucial and interesting 
difference, in my view, is that a data rep-
resentation has two types of “things” 
which are clearly separated: objects and 
their features. What is chosen as objects, 
what features are chosen, and how these 
features are encoded – these three deci-
sions are equally important for represent-
ing phenomena as data – and conse-
quently, making their computable, man-
ageable and knowable though data sci-
ence techniques. 

T
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Practically, objects and features can be 
organized in various ways, but the single 
most common one is a familiar table. An 
Excel spreadsheet containing one work-
sheet is an example of a table. A table can 
be also stored as a standard text file if we 
separate the cells by some characters, 
such as tabs or commas (these are stored 
as .txt or .csv files, respectively). A rela-
tional database is a number of tables 
connected together though shared ele-
ments. 

A table has rows and columns. Most 
frequently, each row is reserved to repre-
sent one object; the columns are used to 
represent the features of the objects. This 
is the most frequent representation of 
data today, used in every professional 
field, all natural and social science, and in 
government services. It is the way data 
society understands phenomena and 
individual, and acts on them. 

 

Classical Statistics 
and Modern Data 
Science: From One 
to Many Variables 

Classical Statistics and Statistical 
Graphs: Dealing with One or Two 
Variables 

Statistics comes from the word “state,” 
and its rise in the 18th and 19th century is 
inseparable from the formation of mod-

ern bureaucratic, “panopticon” societies 
concerned with counting, knowing and 
controlling its human subjects, and also 
its economic resources. Only in the mid-
dle of the 19th century, the meaning of 
“statistics” changes – it becomes a name 
for an independent discipline concerned 
with producing summaries and reasoning 
about any collections of numbers, as op-
posed to only numbers important for the 
states and industry. 

For our purposes – understanding 
core principles of contemporary data 
science and how they are different from 
classical statistics - we can divide the 
history of statistics in three stages. The 
first stage encompasses 18th and first part 
of the 19th century. During this stage, 
statistics means collecting and tabulating 
various social and economic data. During 
this stage, William Playfair and others 
develop a number of graphing techniques 
to represent such collections visually. 
Playfair is credited with introducing four 
fundamental techniques: bar chart and 
line graph (1786), and pie chart and circle 
graph (1801). The titles of the books 
where Playfair first used these techniques 
exemplify the kinds of number gathering 
that motivated the invention of these 
techniques: The Commercial and Political 
Atlas: Representing, by Means of Stained 
Copper-Plate Charts, the Progress of the 
Commerce, Revenues, Expenditure and 
Debts of England during the Whole of the 
Eighteenth Century (1786); Statistical 
Breviary; Shewing, on a Principle Entirely 
New, the Resources of Every State and 
Kingdom in Europe (1801). 

These graphing techniques invented 
by Playfair are still most popular today, 
despite the invention of other data visu-
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alization techniques in later periods. Note 
that they all visualize only a single char-
acteristic of objects under study. Built 
into all statistical and graphing software 
and web services, they continue to shape 
how people use and think about data 
today – even though computers can do 
so much more! 

(Note: When you make a graph in a 
program such as Excel, you often also 
select an extra column that contains la-
bels. So even though these techniques 
show only patterns in a single character-
istic – i.e., some numbers stored in a sin-
gle column - in order to include the labels 
for the rows, a second column is also 
used. But it is not counted as a data vari-
able.) 

In the 19th century topical maps also 
became popular. An example is a map of 
country where the brightness of each 
part represents some statistics, such as 
literacy rate, crime rate, etc.5 Although 
such maps are two-dimensional graphical 
representation, they still only use a single 
variable (i.e. a quantity is used to deter-
mine the brightness or graphic style for 
each part of the territory shown on a 
map).  

In the second stage of statistics histo-
ry (1830s-1890s), the analytical and 
graphical techniques are developed to 
study the relations between two charac-
teristics of objects (i.e., two variables). In 
1880s Francis Galton introduces concepts 
of correlation and regression. Galton was 
also probably the first to use a technique 
that we now know as a scatterplot. To-
day scatterplot remain the most popular 
techniques for graphing two variables 
together.6 

One of the most famous uses of statis-
tics in the 19th century exemplifies “data 
imagination” of that period. In 1830s 
Belgian Adolphe Quetelet measured 
height and weight in a large number of 
children and adults in different ages and 
published his results in a book that was 
to become famous: A Treatise on Man and 
the development of his aptitudes (1835). 
Quetelet concluded that these character-
istics measured in large numbers of peo-
ple follow a bell-like curve (called now 
Gaussian or normal distribution). Along 
with analyzing height and weight as sin-
gle separate variables, Quetelet also ana-
lyzed their relations in many people, 
creating in 1832 the modern “body mass 
index.” He found that, on the average, 
“the weight increases as the square of the 
height.”7 

More canonical examples can be 
found in the book considered to be the 
founding text of sociology – Suicide by 
Émile Durkheim (1897).8 The book has 
dozens of data tables. Durkheim used 
such summary statistics to compare sui-
cide rates in different population groups 
(Protestants vs. Catholics, single vs. mar-
ried, soldiers vs. civilians, etc.). He then 
proposed theoretical explanations for 
these differences. (Note that the book 
does not have a single statistical graph, 
not any statistical tests of the signifi-
cance of the differences.) 

In the third stage (1900-1930) the sta-
tistical concepts and methods for the 
analysis of one or two variables were 
further refined, extended, systematized, 
and given rigorous mathematical founda-
tion. These include summarizing a collec-
tion of numbers (measures of central 
tendency such as mean and median, and 
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measures of dispersion, such as variance 
and standard deviation), analyzing rela-
tions between two variables (correlation 
and regression), doing statistical tests, 
and designing experiments that gather 
data to be analyzed with statistics. The 
key work in this period was done by Karl 
Pearson, Charles Spearman, Ronald Fish-
er working in England and the American 
Charles Pierce.9 

The content of contemporary intro-
ductory textbooks on statistics for college 
students is very similar to the content of 
Fisher’s book Statistical Methods for Re-
search Workers published in 1925 – and 
we may wonder why we keep using the 
concepts and tools developed before 
computers to analyze “big data” today. 
The practicality of manual computation 
was an important consideration for the 
people who were consolidating statistics 
in the beginning of the 20th century. This 
consideration played key role in shaping 
the discipline, and consequently still 
forms the “imaginary” of our data socie-
ty. 

Modern Data Science: Analyzing 
Many Features Together 

In the 20th century, statistics gradually 
develop methods for the analysis of many 
variables together (i.e., “multi-variable 
analysis”). The use of digital computers 
for data analysis after WWII facilitates 
this development. As computers get fast-
er, analyzing more and more features 
together becomes more practical. By the 
early 21st century, a representation of 
phenomena that has hundreds or thou-
sands of features has become common-
place. The assumption that objects are 

described using a large number of fea-
tures is standard in data science, and this 
is one of its differences from classical 
early statistics. 

While basic statistical classes today 
still focus on the techniques for the anal-
ysis of one or two variables, data science 
always deals with many features. Why? 
In social sciences, the goal is explanation, 
and its ideal method is systematic exper-
iments. The goal of experiments is study-
ing how some conditions may be affect-
ing some characteristics of a phenome-
non or activity. For example, how does a 
person’s background (place of birth, eth-
nicity, education, etc.) affect her current 
position and salary? How does an ath-
lete’s preparation and diet affect her per-
formance in multiple sports competition? 
If there are many factors and effects, it is 
not easy to understand what is affecting 
what. Therefore, in an ideal 20th century 
experiment, a researcher wanted to only 
measure one condition and one effect. All 
other factors ideally are hold constant. In 
an experiment, one condition (called 
independent variable) is systematically 
changed, and the values of a single char-
acteristics thought to be affected by this 
condition (called dependent variable) are 
recorded. After the experiment, statistical 
techniques (graphing, correlation, regres-
sion and others) are used to study the 
possible relationship between the two 
variables. 

In modern data science the key goal is 
automation. Data science (like Artificial 
Intelligence field earlier) aims to auto-
mate decision-making, prediction, and 
production of knowledge. Based on the 
available information about the custom-
er, shall a bank make a loan to this cus-
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tomer? Does a photograph contain a 
face? Does this face match an existing 
face in a database? Based on the phrase a 
search engine user typed, what web pag-
es are most relevant to this phrase? In 
principle, each of these questions would 
be best answered if a human or a team 
spent sufficient time studying all relevant 
information and coming up with the an-
swer. But this would require lots and lots 
of time for a single answer. Given the 
scale of information available in many 
situations (for example, the web contains 
approximately 14-15 billion web page), 
this time will approach infinity. Also, 
how many different conditions (varia-
bles) the data may contain, even infinite 
time will not help humans fully under-
stand their effects. 

Therefore, credit ranking systems, 
face recognition systems, search engines 
and countless other technological sys-
tems in our societies use data science 
algorithms and technologies to automate 
such tasks. In summary, the goal of data 
science is automation of human cognitive 
functions – trying to get computers to do 
cognitive tasks of humans, but much 
faster. 

Achieving this goal is not easy be-
cause of what computer sciences call 
"semantic gap." This is the gap between 
knowledge that a human being can ex-
tract from some data, and how computer 
sees the same data. For example, looking 
at a photograph of a person, we can im-
mediately detect that the photo shows a 
human figure, separate the figure from 
the background, understand what a per-
son is wearing, face expression, and so 
on. But for a computer, a photograph is 
only a matrix of color pixels, each pixel 

defined by three numbers (contributions 
of red, green and blue making its color). 
A computer has to use this “low-level” 
information to try to guess what the im-
age represents and how it represents it.. 
Understanding a meaning of a text is 
another example of the semantic gap. A 
human reader understands what the text 
is about, but a computer can only “see” a 
set of letters separated by spaces. 

Trying to “close the semantic gap” 
(this is the standard phrase in computer 
science publications) is one of the moti-
vations for using multiple features. For 
example, the case of image analysis, a 
computer algorithm may extract various 
features from images, in addition to just 
the row RGB values of the pixels. Com-
puter can identify regions that have simi-
lar color value and measure orientations 
of lines and properties of texture in many 
parts of an image. The hope is that to-
gether all these features will contain 
enough information for an algorithm to 
identify what an image represents. 

In summary, 20th century statistical 
analysis and contemporary data science 
use variables in exactly the opposite way. 
Statistics and quantitative social science 
that uses it ideally wants to isolate one 
independent and one dependent variable, 
because the goal is understanding the 
phenomenon. Data science wants to use 
many features in the hope that together 
they contain the right information for 
automating recognition, classification, or 
another cognitive task. 
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Feature Space 
 

efore we move on, a quick summary 
of what we learned so far about rep-

resenting phenomena as data. We repre-
sent a phenomenon as a set of objects 
(also called data points, measurements, 
samples, or records) that have features 
(also called attributes, characteristics, 
variables, or metadata). Together, the 
objects and their features is what we 
mean by "data" (or "datasets"). Features 
can be represented in a variety of ways: 
whole and fractional numbers, categories, 
spatial coordinates, shapes and trajecto-
ries, dates, times, etc. 

These are the basic requirements/ 
conventions of modern data analysis and 
also data visualization. Now, let’s start 
our next “lesson.” To the concepts above 
(objects and features) we are going to add 
the third core concept: feature space. 

We assume that our data is stored in a 
table. But now we will conceptualize our 
data table as a geometric space of many 
dimensions. Each feature becomes one of 
the dimensions. Each object becomes a 
point in this space. This is a “feature 
space,” and it is the single most im-
portant and also most relevant for us in 
humanities the concept from contempo-
rary data science, in my opinion. 

The easiest way to understand this is 
by considering a familiar 2D scatter plot. 
Such a plot represents data in two di-
mensions. One dimension (X) corre-
sponds to one feature (i.e., one column in 
a data table); the second dimension (Y) 

corresponds to a second feature (another 
column in the table). (Fig. 3 uses a space 
of two features to compare paintings 
Vincent van Gogh created in Paris and in 
Arles). 

If we want to also add a third feature, 
we can make a three-dimensional scat-
terplot, if our software allows this. And if 
we have 10 features, our plot now con-
ceptually exists in a 10-dimensional 
space. And so on. However, while math-
ematics and computer science have no 
problems working with spaces that may 
have arbitrary numbers of dimensions, 
we humans cannot see or plot them di-
rectly, because we exist physically and 
can only see in three dimensions. But we 
can still use computational techniques to 
think about objects in multi-dimensional 
spaces, and study their relations. 

 

Use of Feature Space 
in Data Science 

 

nce we represent some phenomenon 
or a process as a set of objects de-

fined by many features, and conceptual-
ize this representation as a multi-
dimensional space, many analytical oper-
ations become possible. Many fundamen-
tal applications of data science corre-
spond to such different operations, ex-
plicitly or implicitly. 

For example, we can use a set of tech-
niques called exploratory data analysis 
(described below) to “look” at the struc-
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ture of the space and visualize it. To per-
form cluster analysis, we divide the space 
into parts, each containing points that 
are more similar to each other than to 
points outside this part. In classification, 
we identify the points belonging to two 
or more categories. (“Binary classifica-
tion” deals with two categories; “mul-
ticlass classification” deals with more 
than two classes. If cluster analysis and 
classification sound similar, it is because 
they are, but while the first is completely 
automatic technique, classification needs 
some data that already has category in-
formation.) In many search algorithms, a 
computer finds the points in the space 
that are most similar to the input terms 
(these are points that that are closest to 
the input in feature space – see the sec-
tion on measuring distance in feature 
space below). Some of the recommenda-
tion algorithms work similarly – starting 
from the points that a user have previ-
ously favored, they find and display other 
points the closest to them (of course they 
do not show the points directly but the 
media objects represented by them such 
as movies, songs or people to follow on 
social media). 

These operations rely on more basic 
ones such as computation of similari-
ty/difference between points in a feature 
space. The degree or similarity/difference 
can be equated with the simple geometric 
distance between the points in the space). 

I would like to mention a few more 
terms because they are so common in 
data science that you will inevitably en-
counter them. “Exploratory data analy-
sis” is also called "unsupervised learning." 
In contrast, "supervised learning" needs 
part of the data already labeled as be-
longing to this or that category. Algo-
rithms then use this labeled data along 
with its features to “learn” how to classi-
fy new data. The practical application of 
unsupervised learning is part of the field 
of "predictive analytics.") 

Among the contemporary applications 
of data science, probably the most com-
mon is automatic classification. However, 
in my view it is the least interesting one 
for humanities. Why should we use com-
puters to classify cultural artifacts, phe-
nomena or activities into a small number 
of categories? Why not instead use com-
putational methods to question the cate-
gories we already have, generate new 
ones, or create new cultural maps that 
relate cultural artifacts in original ways? 

This is why this article does not go in-
to any detail about the widely used data 
science methods you will find extensively 
covered in standard data sciences text-
books and courses – i.e., classification 
methods. But while these textbooks typi-
cally only devote a small part to explora-
tory data exploration, I think that for the 
humanities we need to reverse this ratio. 

 
Figure 3: Comparing paintings created by van Gogh in Paris (left) and Arles (right) on 
brightness and saturation dimension. X-axis – average brightness; y-axis – average satu-
ration. The visualization shows that on these dimensions, van Gogh’s Paris paintings 
have more variability than his Arles paintings. We can also see that most paintings creat-
ed in Arles occupy the same part of the brightness/saturation space as Paris paintings; 
only a small proportion of Arles’s paintings explore the new part of this space (upper 
right corner). (Visualization by Lev Manovich / Software Studies Initiative). 
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Accordingly, in the rest of this article I 
will discuss data exploration techniques. 

 

Difference as Distance 
in Feature Space 

 

e learned that we could conceptu-
alize a set of objects with many 

features as points in a multi-dimensional 
space. What are the benefits of such a 
representation for humanities? 

The most basic method of humanities 
until now has been the same as in every-
day human perception and cognition – 
comparison. (This is different from natu-
ral and social sciences that have been 
using mathematics, statistics, data visual-

ization, computation and simulation to 
study their phenomena and objects.) In a 
20th century art history class, a two-slide 
projector setup allowed for simultaneous 
viewing and comparison between two 
artifacts. Today in an art museum, a label 
next to one artifact point out the similari-
ties between this artifact and a few other 
artifacts (or artists) in the same exhibi-
tion. 

Manual comparison does not scale 
well for big data. For example, for our 
lab’s project On Broadway that visualizes 
a single street in NYC using many data 
sources, we collected all publically visible 
Instagram images from the whole NYC 
area for five months in 2014. The result 
was 10.5 million images. Let’s say we 
want to understand some patterns in this 
nice sample of contemporary vernacular 
photography – what are the subjects of 
these images, what are common and un-
common compositions, how this may 
differ between parts of NYC, how many 
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images are by people using techniques of 
professional commercial photography, 
and so on. Simply looking at all these 
images together will not allow us to an-
swer such questions. And in fact, no 
popular commercial or free image man-
agement or sharing software or web ser-
vice can even show that many images 
together in a single screen. 

However, data science techniques can 
allow us to answer the questions such as 
the ones I posed above for very large 
datasets. By representing each image as a 
point in a space of many features, we can 
now compare them in quantitative way. 
In such representation, the visual differ-
ence between images is equated with a 
distance in feature space. This allows us 
to use computers to compute differences 
between as many images (or other types 
of cultural objects) as we want. Such 
computation then becomes basis for do-
ing other more “high-level” operations: 
finding clusters of similar images; deter-
mining most popular and most unusual 
types of images; separating photos that 
use the language of professional photog-
raphy, and so on.10 

Using only two features is useful for 
developing an intuition about measuring 
distance in a multi-dimensional feature 
space. Consider a visualization in Fig. 3 
showing images of van Gogh paintings 
that uses average brightness (X axis) and 
color saturation (Y axis). The geometric 
distance between any two images corre-
sponds to the difference between them in 
brightness and saturation. Note that, of 
course, this example disregards all other 
types of difference: subject matter, com-
position, color palette, brushwork, and 
so. However, this is not only a limitation 

but also an advantage – by letting us 
isolate particular features, we can com-
pare artifacts only on dimensions we 
want. 

We can also compute and add as 
many features as we want. And although 
we may not be able to visualize and see 
directly the space of, for example, 50 or 
500 features, we can still calculate the 
distance between points in this space. If 
the distance between two points is small, 
it means that the corresponding objects 
are similar to each other. If the distance 
between two points is large, it means that 
the corresponding objects are dissimilar 
to each other. 

There are many ways to define and 
calculate distance, and data science uses a 
number of them. One popular way that is 
easiest to understand is using Euclidian 
geometry. (Another popular way is “co-
sine similarity,” defined as the cosine of 
an angle between two vectors in feature 
space.) Note that in these calculations, we 
do not need to give equal weight to all 
features; if we believe that some of them 
are more important, we can also make 
them more important in the computation. 

The concept of a geometric feature 
space allows us to take the most basic 
method of humanities – a comparison – 
and extend it to big cultural data. In the 
same time, it allows us (or forces us, if 
you prefer) to quantify the concept of 
difference. Rather than simply saying 
that artifact “A” is similar to artifact “B,” 
and both “A” and “B” are dissimilar to 
“C,” we can now express these relations 
in numbers. While this quantification 
may appear to be unnecessary if we are 
only considering a small number of arti-
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facts, once we start dealing with thou-
sands, tens of thousands, millions, and 
beyond, it becomes a very useful way of 
comparing them. 

 

Exploring Feature 
Space 

 

et’s say we want to understand some 
cultural field in a particular period – 

Ming Dynasty Chinese painting, realist 
art in Europe in late 19th century, graphic 
design in 1990s, social media photog-
raphy in early 2010s, etc. What kinds of 
subject matter (if the field has a subject 
matter), styles and techniques are pre-
sent? How they develop over time? 
Which of them were more popular and 
which were less popular? Art historians 
so far relied on human brain’s abilities 
that developed evolutionary to see pat-
terns and understand similarity and dif-
ference between sets of artifacts. They 
seemed to do well without using mathe-
matics, graphic methods, statistics, com-
putation, or contemporary data science. 
But the price for this “success” was the 
most extreme exclusion – considering 
only tiny sample of “important” or “best” 
works from every period or field. In the 
words of the pioneer of digital humani-
ties Franko Moretti, 

What does it mean, studying 
world literature? How do we 
do it? I work on West Europe-

an narrative between 1790 and 1930, and 

aleady feel like a charlatan outside of 
Britain or France... ‘I work on West Eu-
ropean narrative, etc....’ Not really, I 
work on its canonical fraction, which is 
not even one per cent of published litera-
ture. And again, some people have read 
more, but the point is that there are thir-
ty thousand nineteenth-century British 
novels out there, forty, fifty, sixty thou-
sand—no one really knows, no one has 
read them, no one ever will. 
And then there are French 
novels, Chinese, Argentinian, 
American...11 

Moretti’s point certainly applies to all 
other humanities fields; and it applies 
even more to the analysis of contempo-
rary culture. Who can look at even a 
tiniest percentage of photos shared on 
Instagram every hour – or for example 
hundreds of million Instagram photos 
with a tag #fashion? Who can visit hun-
dreds of cities around the world in a sin-
gle month to understand the differences 
in street fashion between all of them? 
Who can browse through billions of web 
pages to understand the landscape of 
current web design? 

Let’s apply the concepts we learned – 
objects, features, feature space, distance 
in feature space, and various operations 
this representation allows (exploration, 
clustering, etc.) to this problem. First we 
need create an appropriate data set. As 
we already know, this means represent 
some cultural field as a large set of ob-
jects with various features. Each feature 
captures some characteristic of the ob-
jects. The features can use existing 
metadata (such as dates or names), ex-
tracted automatically by a computer, or 
added manually (in social sciences, this 
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process is called “coding,” in humanities, 
we call this “annotation” or “tagging”). 

The objects can be photographs, 
songs, novels, paintings, websites, user 
generated content on social networks, or 
any other large set of cultural artifacts 
selected using some criteria. They can be 
all works of a single creator, if we want 
to understand how her/his works are 
related to each other. Instead of the cul-
tural artifacts, the objects in our repre-
sentation can be also individual cultural 
consumers and features can represent 
some characteristics of their cultural 
activities: for example, web sites visited 
by a person, a trajectory though a muse-
um and time spent looking at particular 
artworks, or the positions of faces in 
selfie photos (see our project 
http://www.selfiecity.net for the analysis 
of such data.) 

Once we represent some cultural field 
or cultural activity field as data (objects 
and their features), we can conceptualize 
each object as a point in a multi-
dimensional feature space. This allows us 
to use “exploratory data analysis” tech-
niques from data science and also tech-
niques from data visualization field to 
investigate the “shape” of this feature 
space.  

The space may have different struc-
tures: all points may cluster together, or 
form a few clusters, or lie at approxi-

mately equal distances from each other, 
etc. Any of these patterns will have an 
appropriate cultural interpretation. If 
most points form a single cluster, this 
means that in a particular cultural field 
most works/activities have similar char-
acteristics, and only a small number are 
significantly different. Or we can find a 
few large clusters that lie at sufficient 
distances from each other (this can be 
quantified by measuring distances be-
tween the centers of the clusters.). And if 
we find that there are no clusters, this 
means that a given cultural space has a 
high degree of variability, and every 
work is significantly different from the 
rest.12 

Note that just as it was the case with 
van Gogh example, even if we use many 
different features, we cannot be sure that 
we have captured the right information 
to quantify difference as we humans see 
it. But producing a single "correct" map 
should not our main goal.. Every selec-
tion of features and choice of parameters 
of the algorithm will create a different 
map of cultural artifacts we are interest-
ed in. And every map can show us some-
thing new.  

Using modern data analysis and visu-
alization software, we can generate mul-
tiple views of the same data quickly and 
compare them. This helps us to expand 
our understanding of a cultural phenom-
enon, and also notice the relations and 
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patterns we did not see before. In other 
words, data science allows us not only 
just to see the data that is too big for our 
unaided perception and cognition; it also 
allows us to see data of any size (includ-
ing very familiar canonical cultural da-
tasets) differently.  

 

Dimension Reduction 
 

e want to explore the structure of 
a feature space: the presence, posi-

tions and the shapes of clusters, the dis-

tances between them, and the average 
distances between individual points. How 
to do this? It will be great if we can visu-
alize this space. If we only have two fea-
tures, we can directly map each of them 
into one dimension and create a conven-
tional 2-D scatterplot. If we have many 
features, a space of many dimensions can 
be represented as a series of separate 
scatter plots, each plot showing a pair of 
features. This visualization technique is 
called a scatterplot matrix. 

Scatterplot matrixes become less use-
ful if we have lots of dimensions. Each 
plot only shows a particular projection of 
the space onto two dimensions, i.e., a 
single flat surface. If the shapes of point 
clusters are truly multi-dimensional, 

W

 
Figure 4: Heat map visualization 
of top tags assigned by Insta-
gram users to images shared in 
the center of Kyiv during Febru-
ary 2014 Maidan revolution in 
Ukraine. Using Instagram API, we 
collected images for February 
17-22. During this period 6,165 
Instagram users shared 13,208 
images which they tagged with 
the total of 21,465 tags (5845 
unique tags). Visualization shows 
25 most frequently used tags. 
The intensity of color/size indi-
cates how frequently the two 
tags were used together. (Visuali-
zation by Lev Manovich / Soft-
ware Studies Initiative.) 
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studying a large number of separate 2-D 
plots may not help us to see these shapes. 

Another method for visualizing points 
in a space of many dimensions (i.e., many 
features) is to use a distance matrix. Dis-
tance matrix is computed directly from a 
data table. In a distance matrix, each cell 
represents a numerical distance between 
two objects from the original table. By 
converting the values of the cells into 
gray tones, colors, or shapes, we can turn 
the distance matrix into a visualization. 
Such visualization is called a heat map. 
Like scatterplot matrixes, heat maps can 
also quickly become very dense as we 
add features, and they also have the same 
limitation of making it hard to see the 
shapes of multi-dimensional clusters. Fig. 
4 is an example of a heatmap visualiza-
tions used to explore tags assigned by 
Instagram users to images they share. 

Data science developed another ap-
proach for seeing and interpreting the 
structure of a space of many dimensions. 
It is called dimension reduction. Along 
with objects, features, feature space and 
distances, dimension reduction is another 
fundamental concept of data science im-
portant for humanities. 

Dimension reduction is the most 
widely used approach today for exploring 
data that has arbitrary larger number of 
features. It refers to various algorithms 
that create a low dimension representa-
tion of a multi-dimensional space. If this 
new representation only has two or three 
dimensions, we can visualize it using one 
or two standard 2D scatterplots. 

Note that typically each axis in such 
scatterplot(s) no longer corresponds to a 

single feature. Instead, it represents a 
combination of various features. This is 
the serious challenge of dimension reduc-
tion algorithms – while they allow us to 
represent data using scatterplots where 
we can see the structure of a space easily, 
it can be quite challenging to interpret 
the meaning of each dimension. But even 
if we cannot say exactly what each axis 
represents, we can still study the shape of 
the space, the presence or absence of 
clusters, and the relative distances be-
tween points. 

Dimension reduction is a projection of 
a space of many dimensions into a fewer 
dimensions – in the same way as a shad-
ow of a person is a projection of a body 
in three dimensions into two dimensions. 
Depending on the position of the sun, 
some shadows will be more informative 
than others. (For example, if the sun is 
directly above my head, my shadow be-
comes very short, and my body shape is 
represented in a very distorted way. But 
if the sun is at 30 or 45 degree angle, my 
shadow will contain more information.) 
Similarly, the idea of dimension reduc-
tion is to preserve as much of the original 
information as possible. But it is crucial 
to keep in mind that some information 
will be always lost. 

Different dimension reduction tech-
niques use different criteria as to what 
kind of information should be preserved 
and how this is to be achieved. The fol-
lowing are among three very widely used 
data exploration methods that use di-
mension reduction: 

Multi-dimensional scaling (MDS): We 
want to preserve the relative distances 
between points in a multi-dimensional 
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space while projecting it into a lower 
dimension space. 

Principal Component Analysis (PCA): 
We want to preserve most variability 
(spread of the data) when we go from all 
to fewer dimensions.  

Factor analysis: Similar to MDS and 
PCA, but its original motivation was 
different. The idea of factor analysis is to 

extract “factors” - a smaller number of 
“hidden” variables that are responsible 
for the larger set of observed (recorded, 
measured) variables.13 

Fig. 5 is an example of MDS visualiza-
tion. We explore top 25 Instagram’s tags 
for 13,208 images Kyiv during February 
2014 Maidan revolution in Ukraine, and 
find distinct semantic clusters. 

 
Figure 5: Visualization of the data from Fig. 4 using multi-dimensional Scaling (MDS). The tags that are often used to-
gether appear close to each other in the plot. On the right, we see a tight cluster of the tags that represent the “univer-
sal” Instagram language: #like, #follow, #instagood, etc. (these same tags are popular in lots of locations around the 
world). On the left, we see another cluster of tags associated with Maidan revolution. The visualization suggests that 
there is little interaction between these two types of tags: one group of Instagram users was using generic tags while 
another group was primarily tagging the local and specific events. 
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Fig. 6 shows an example of a visuali-
zation of approximately 6000 paintings of 
French Impressionists that uses PCA. In 
such visualization, images that are simi-
lar to each in terms of particular visual 

features are grouped together. Such visu-
alizations allow us to compare many 
images to each other, and understand 
patterns of similarity and difference in 
large visual datasets. 
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Conclusion 
To explore is to compare. And to 

compare, we need first to see. To see big 
cultural data, we need to turn to data 
science. 

Until the 21st century, we typically 
compared small numbers of artifacts, and 
the use of our human cognitive capacities 
unaided by machines was considered to 
be sufficient. But today, if we want to 
compare tens of thousands or millions of 
cultural artifacts (born digital user gener-
ated content is a prime example of such 
scales, but some digitized collections of 
historical artifacts can be also quite large) 
we have no choice but to use computa-
tional methods. In other words: To “see” 
contemporary culture requires use of 
computers and data science. 

This computer “vision” can be under-
stood as extension of the most basic act 
(or method) of humanities - comparing 
cultural artifacts (or periods, authors, 
genres, movements, themes, techniques, 
topics, etc.) So while computer-enabled 
seeing enabled by data science may be 
radical in terms of its scale – how much 
you can see in one “glance,” so to speak – 
it continues the humanities’ traditional 
methodology. 

In this article I introduced a number 
of core concepts of data science: objects, 
features, feature space, measuring distance 
in feature space, dimension reduction. In 
my view, they are most basic and funda-
mental concepts of the field relevant to 
humanities. They enable exploration of 
large data, but they are also behind other 
areas of data science and their industry 
applications. In fact, they are as central to 
our “big data society” as other main cul-
tural techniques we use to represent and 
reason about the world and each other – 
natural languages, lens-based photo and 
video imaging, material technologies for 
preserving and accessing information 
(paper, printing, digital media, etc.), 
counting, or calculus. They form data 
society’s “mind” – the particular ways of 
encountering, understanding, and acting 
on the world and the humans specific to 
our time. 
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features from each image, describing its color charac-
teristics, contrast, shapes, textures and some aspects 
of composition. We then used Principal Component 
Analysis to reduce the space of 200 features to a 
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two dimensions. In a visualization, images that are 
similar to each in terms of features we extracted are 
grouped together. One interesting finding is that the 
types of images popularly associated with Impression-
ism (lower left part) constitute only a smaller part of the 
larger set of artworks created by these artists. At least 
half of the images turn to be rather traditional and more 
typical of classical 19th century painting (darker tones 
and warm colors.) Note that our data set contain only 
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participants in Impressionist exhibitions in 1874-1886. 
(Visualization by Lev Manovich / Software Studies 
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